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last day is ruled out, the exam must be given on the second-to-last day. But then we would
know in advance that that is the day of the exam, which is again a contradiction.

The student can continue the same reasoning backward: as soon as she crosses
out one day from the calendar, the last remaining day is as if it were the last day,
and so it can be ruled out by the same type of reasoning. There will, finally, be no
days left. The student is then in 2 position to conclude thar either the exam will
not be given or it will not be a surprise. ,

As I said before, this problem is sometimes presented in terms of the hangman or
judge who announces the execurion of a prisoner under the same condirions.
I wanted to present the puzzle as concerned with teachers and examinations because
it should be realized thar this is an everyday occurrence. Teachers dbo announce
surprise examinations and no such contradictions seem to arise: it does not seem
impossible for a teacher to fulfill his or her promise to give a surprise examination.>

It is interesting that this kind of problem is discussed as if ic were 2 philosophi-
cal problem at all. How philosophical it acrually is depends on wharever philo-
sophical morals we may draw from it. Graham Greene classifies his works into
novels, entertainments, and some other works: a novel is supposed to be a more
serious work, but the entersainments are often the best. A problem like this might
be classified as an enterrainment in this sense. But it can have aspects of a “novel” if
conclusions concerning our basic concepts of knowledge may be drawn from it.
Here, more so than with typical philosophical problems, we are in the kind of
“intellectual cramp” chat Wittgenstein describes—one in which all the facts seem
to be before us, there does not seem to be any new information to be gained, and
yet we don’t quite know what is going wrong with our picture of the problem.

I once did the following “scientific experiment,” which can be a model for the
problem. The experimenter announces to the subject that he has a deck of cards
(which is finite)——ir might be the whole deck or just part of it, but it includes the
ace of spades. The cards are going to be turned over in order one by one, and
the experimenter further tells the subject that he (the subjecr) will not know in
advance when the ace of spades will turn up.’

Now suppose the deck consists of only one card. The experimenter says: “This
card is the ace of spades, but you will not know which card it is uniil it has been
turned over.” The subject will think that this is obvious nonsense. Many people
who have discussed the surprise-exam paradox have assumed that the significant

% We all know that in contemporary death penalry jurisprudence people are often not sure when
they will be executed—last-minute appeals and the fike make the execution date uncerrain. But
sadistic judges who announce that they have chosen 2 “surprise” dare o execute a prisoner, are,
I hope, very rare.

*1 really chink this should be done in 2 serious psychological laboratory: 1 did it as a student in
college with 2 fellow student. One can try variations on the number of cards, and also vary whether
subjects have heard of the “surprise exam” problem before the card experiment, or whether they
have not been told about it before (but may of may not start going through the reasoning themselves
during the experimenr).

On Two Paradoxes of Knowledge 29

transition comes between the cases of one and two days {or rather, between ruling
out the last day and the second-to-last day, as long as there are two or more).
Maybe in some sense this is right. But suppose now that there are two cards in the
deck, the ace of spades and another one, and the experimenter again announces:
“You will not know in advance when the ace of spades will be turned over.”
When I tried the experiment, the subject,” who had heard of the parados, reacted
along the following lines: “There is still something very strange about this
announcement. If you have put the ace on the bottom, I will not be surprised
after you have turned up the first card. So, if you really mean o do what you say,
you can’t have put the ace on the bottomn. But now I have proved thar it must be
the top card, and so again will not be surprised. I #0 know in advance.”

Consider the case where all Aifty-two cards, or at least a large number, are in the
deck. Imagine that the experimenter, withour telling the subject where it is,
assures the subject that he has put the ace somewhere in the deck, and that the
subject will not know in advance when the ace will come up if the cards are
turned up one by one. Can the experimenter guarantee this? It seermns clear that he
can, say, by putiing the ace somewhere in the middle.’

The subject can still go through the same kind of reasoning as in the case of the
two cards. It seems that the reasoning may be generalized. However, it sounds
very unconvincing in this case. One therefore gers the impression that the
reasoning gets weaker and weaker the more cards there are. This in itself is
strange because it is the same piece of reasoning applied again and again.

Of course we are familiar with this kind of phenromenon from the paradox of
the heap: if someone has only £1 1o his or her name, she is poor; and if someone
with only £V to his or her name is poor, so is someone with just £{N+1).
Therefore, by mathemarical induction, no mauer how many pounds she has, she

4 The subject was Richard Speier. If my memory is right, we were both undergraduates (so about
1960). I now (2009) find that Ayer (1973) mentions a card model, but it differs somewhar from the
original problem, as in the case of the nexr footnote (though it is not quite the same as that one
either).

® In the original version of this lecrure I imagined chat the experimenter put the ace somewhere
in the middle righe in front of the subject. But this is not the appropriate modet for the examination
version. Though no doubt the subject will not know in advance when the ace will turn up, neither
will the experimenter. In the original examinarion problem the teacher has decided on a particular
day to give the surprise exam, which makes the situation very different. If the experimenter acts as
I described in the earlier version, the last card is excluded all righ, bur the reasoning of the surprise-
exam paradox is superflucus, since everyone sees that the ace has been inserted som_cv_vhcrc inll:hc
middle. Similarly for the second-to-the-fast card, and so on. (Actually, in the same original version,
I evennually mentioned this point of disanalogy. But then I shouldn’t have introduced this
procedure as if it were an analogue in the first place). Exacdy where the exclusion stops is
somewhat indeterminate, and in contrast with what I say about the problem below in the text,
something like vagueness may be involved. But here, whether or not it applies elsewhere {and I find
the view rather dubious in general), it would be vagueness only in the sense of something like the
now well-known characterization of Timothy Williamson (1994), since, after all, the card is in some
definite place. Is exact position is simply unknown to both people, and the vagueness is merely
epistemic (though in this case they could eventually find out the card’s location).
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is poor. It is a familiar philosophical problem that there must be something
wrong with this, but it is hard to say exactly what. The heap/poverty problem
involves reasoning with a vague predicate, but it is not clear that the issue in the
present problem involves any question of vagueness.

What are the premises of the reasoning in this problem? The student is not to
know on the day before the exam that it will be given. Let there be N days in
which the exam may be given and let E; mean that the exam will be given on day .
The teacher announces that the exam will be given on one of the first V days:

(1) E; for some 7, 1 < i < N(equivalently, E;v ... vEy)

The exam is going to be given on exactly one day; that is, it is not the case thar it
is going to be given on two distinct days:

(2) — (EsAE;) for anyi # j,1<i,j<N

Then there is the announcement that the examinarion is to be a surprise. Let
K;(p), for any statement “p,” mean that the student knows on day / that pis true.

So we can say that it is not the case that the student knows on day i1 thar the
exam will be given on day #

(3) —1K5_1(E;) for each f, 1 SzSN

Ifiis 1, then -1 is 0, which means that she does not know in advance of the whole
series {that is, before the first day) that the exam will be given on the first day.

We now have an additional premise. If the exam has not been given on one of
the first /-1 days, then the student knows this on day #1, as soon as noon has
passed:

(—xE]/\—:Ezf\...A—aE,'_l) i K,'_](—tElAﬁEzA...AﬁE,‘_l)

4
(4) foreach i, 1 <i<N

Given premise (2), we can conclude that if the exam is going to be held on the

ith day, it cannot have been given on any previous day. Hence, it follows from (4)

and (2) that if the exam is to be given on the ith day, the student will know on the
(#1)th day that the exam has not been given on any of the first i1 days:

(5) E,‘ > K;'_[(_1E1/\_|E2/\ .../\—|E,'.,1) for each i, 1 SISN

So, these are the premises that are alleged to lead to a paradox. There may be
some additional premises about knowledge itself that are required to carry out
the reasomng Obvious prermses include: if a student knows any statement on
day 7, then it is true:

(6) Ki(p) > p for each 7, 1< i< N

o
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Also, we may requifc the “deductive closure of knowledge™ if a student knows that
pon day % and knows thar if p then g on day 7 then she knows that 4 on day #

(7) (K(p)AK:Ap D )) D K;i(g) for each 7, 1<i<N

This premise is, in general, false—people may know all the premises of a
deductive argument without knowing the conclusion. Mathematics would be a
trivial subject if everyone’s knowledge were deductively closed. It would be the
easy way out, as the president of the United States would say,® to solve this
problem by denying such a premise; bue we can make the simplifying assumption
that these particular students are clever enough to draw all the consequences of
the things they know. This is not what Is in question.”

We must also assume that, on any day, a student knows all principles of logic,
including all propositional tautologies. This, again, is not true of smudents in
practice, as anyone who has given a logic course knows. However, we can assume
that it is true of these students; so they may do any kind of deductive reasoning.
Let us symbolize this schema as follows:

(8) Taut D K;(Taut) for each 7,1 < iSN

Can we now deduce a contradiction—thar the exam cannot be given by
surprise ac all, which contradicts premise (1)—from all these premisest We
start the reasoning by trying to show that the exam cannot be given on the last
day. This reasoning must try to state that if the exam were to be given on the Nth
day, the student will know on the (N-1)th day that the exam will be given on the
Mh day (the last day), thus showing by reductio ad absurdum that the exam
cannot be held on the Nth day. By substituting IV for 7 in premise (5), we find
that the student knows that the exam has not been given on one of the first NV-1
days on the (N—1)th day. She knows from premise (1) that it must be given on one
of the first Ndays, and so concludes on day V-1 that it must be given on the Mh
day (i.e., Kary (Ep)). Bur this is an immediate contradiction of the relevant
instance of premise (3) (viz. —=Ka, (Epp). She then concludes that her inidal
hypothesis, (E ), has been disproved by reductio ad absurdum, and thus that the

exam cannot be given on the last day.

Thc premdent was Richard Nixon when this talk was given.

7 By the time I spoke, at least Fred Dretske (see 1970, 1971) had already denied that knowledge
is always deductively closed, even for people able to make the deduction. Since then he has been
followed by many others. This was suppesed to protect against some problems of philosophical
skepticism. But presumably these writers (who may or may not give the required restrictions) must
think thar only in very exceptional cases having to do with skepticism should the relevant principles
of deducrive closure fail. Otherwise, one person could accuse another of making the well-known
fallacy of giving a valid deductive argument (from accepted premises) for his views!

T was probably unaware of Drewske’s papers when [ gave this lecture. However, [ was fortunate
enough to have Drerske in the audiente when I gave a version of this lecture, and he was not only
disinclined 1o object, bur found the paper very convincing. See Chapter 7 for some discussion on
this issue.
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But this has a fallacy in ie: all premise (1) says is that the exam will be given
on one of the first IV days, not that the student Anows that fact. To reach
the conclusion, we must aiso have the premise that the student knows on day
N-1 that the exam will be given on one of the first NV days (i.e., Kay (E} for
some 7 1 < 7 < N). But we cannot obuain this from our premises. This is
Quine’s solution to the paradox in his article “On a So-Called Paradox” (Quine
1953). (He chooses the version in which a prisoner is to be hanged.) The prisoner
is supposed to know that the judge’s decree that he is to be hanged will be
fulfilled. But how does he know this? Maybe the judge is a liar. As Quine puts itz

It is notable that K [the prisoner] acquiesces in the conclusion (wrong, according to the
fable of the Thursday hanging) that the decree will not be fulfitied. If this is a conclusion
that he is prepared to accept (though wrongly) in the end as 2 certainty, it is an alternative
which he should have been prepared to rake into consideration from the beginning as a
possibility.

K’s fallacy may be brought into sharper relief by taking 7 as 1 and restoring the
hanging motif. The judge tells X on Sunday afternoon that he, K; will be hanged the
following noon and will remain ignorant of the fact 1ill the intervening morning. It would
belike K'to protest ac this point thar the judge was contradicting himself. And it would be
like the hangman 1o intrude upon K's complacency at 11.55 next morning, thus showing
that the judge had said nothing more self-contradictory than the simple truth. If X had
reasoned correctly, Sunday afternoon, he would have reasoned as follows. “We must
distinguish four cases: first, that I shall be hanged romorrow noon and I know it now (but
[ do not); second, that I shall be unhanged tomorrow noon and know it now (but I do
not); third, that I shall be unhanged tomorrow noon and do not know it now; and fourth,
thar | shall be hanged romorrow noon and do not know it now. The latrer two alternatives
are the open possibilities, and the last of alf would fulfil the decree. Rather than charging
the judge with self-contradiction, therefore, let me suspend judgment and hope for the
best.” (Quine 1953:20, 21)®

Quine’s solurion to this problem has never seemed to me to be quite satisfactory:
consider again the card experiment. It does seem strange, even though not
literally contradictory, to take a card (face down) and say, “This is the ace of

8 Two things to add, summarizing Quine’s discussion. First, Quine originally discusses the case
of many days and zrgues thar the idea thar the decree cannot be fulfilled if the hanging takes place on
the last day is wrong; he also discusses it in 2 more abstract way—henee the phrase “restoring the
hanging moif.” He then goes on to draw the more extreme conclusion quoted in the text, that is,
that even in the case of only one day there is no problem in the judge’s announcement.

Second, one might elaborate on Quine’s remark that “if this is a conclusion thar he is prepared 1o
accept (though wrongly) in the end as a certainty, it is an alternative which he should have been
prepared o take into consideration from the beginning as a possibility” (1955:65). He says: “The
tendency o be deceived by the puzzle is perhaps taceable 1o a wrong asseciation of K’s argument
with reducrio ad absurdum. It is perhaps snpposed thar X'is quite properly assuming fulfillment of
the decree, for the space of his argument, in order to prove that the decres will not be fulfilled” (66).
Quine goes on to say thar the argument of the puzzle requires not only the supposition ehat the
decree will be fulfilted, bur chat the prisoner knows thar it will be. This destroys any idea chat this is ¢
valid reductio ad absurdum argument, where only the weaker assumprion would be allowed.
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spades, but you do not know thar this is the ace of spades.” In the second half of
my utterance, am | inviting you to suppose that I cannot be trusted? Wasn't
I communicaring knowledge to you in the first half? Indeed, in this case
(analogous to the one with only one day in the examination or hanging period),
the hearer will not know what to believe, given the strangeness of the perfor-
mance, and therefore would not know, though the strangeness does not persist if
there are many cards.

Quine says that the fallacy derives from the fact that the prisoner does not
£now that the judge is telling the truth, or that the student does not £now thar
there will be an exam given art all. But often, I think, you do 4now something
stmply because a good teacher has told you so. If a teacher were to announce a
surprise exam to be given within a month, a student who did badly could not
excuse herself by saying that she did not &row that there was going to be an exam.
If there is only one day, we have the anomalous situation [ have just mentioned.
Bur if there are many days, then it is natural to give the students knowledge on
the basis of whar the teacher tells them.

Clearly, we are justified in changing premise (1) to allow that a student £nguws
from the beginning that an exam will be given on one of the first N days.

(1) Ko(£&;) for some 7,1 <7< N(in other words Ko(E;v ... vEx))

Similatly, we may allow that she knows at the beginning that the exam will not be
given on two days and that it will be a surprise:

(2’) Ko(—| (E,AE])) fOf 2.!1}7 i %], ISI,JSN
(3") Ko{ = K;—1(E;)) for each i,1<i<N

Can we now derive the paradox? We need two further premises. First, that if a
student knows a statement on day Z she knows it on any later day:

(9) Xi{p) D Ki{p)for any,j such that 0<i<j<N

On its face this simply means that we are assuming that the student does not
forget anything that she knows. Second, we need (though its use could perhaps
be avoided) what has been called the double-K principle: that if a student knows
on day 7 that p, then the student knows on day 7 that she knows on day 7 that p:

(10) Ki(p) D Ki(Ki(p)) forany 7,0<i<N

? See Moore's paradex (“p, but it is not the case thar I believe thar 7). As is well known,
statements of this form are not contradicrory, and may sometimes even be true, bur anyone who
utters one has made a strange performance. The case is similar here, with aEpropr,iate changes.
Suppose someone asked me my name and I said, “Tt is Saul Keipke, bur you stll don’s know what
my name is.” This may not literally be a contradiction, but is obviously very odd.
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This latter is a controversial principle in the logic of knowledge; so one might
think that that is what is going wrong and try to aveid the use of it. I will,
however, make a few preliminary remarks about it. Is it the case that if someone
knows something, she knows that she knows it? There have been two attitudes
abour this in recent philosophy. One is that all that is meanct by knowing that you
know something is that you know it. This sort of extreme artitude is stated,
according to Hintikka (1962:108-10), by Schopenhauer, and is further argued
by Hintikka himself. At the opposite extreme is the view'? that, maybe we know
many things: that Nixon is president of the Unired States, that the Russians had a
revolution in 1917, that the sun is mostly gas—things which epistemological
skeprics alone would deny. We do not, however, really row that we know them
because that would involve a very high degree of certainty. Maybe our evidence
does not constitute knowledge (though in fact it does, I guess, if we are fucky).
To know that you know something is to perform a very great epistemological
feat, which is not comparable to just knowing it—since you can’t distinguish
knowledge from mere justified belief in something false. It is very hard to
adjudicate berween these two positions, or even find 2 position in between,
because “I know that I know that p” is not a sentence that we often find on
our lips.

I'would suggest the following in favor not of the principle being true, but of its
being nearly true: true enough for all practical purposes. Suppose I know some-
thing—for example, I know that Nixon is the president of the United States now.
The following is an argument for the double-K principle in this instance.
Cerrainly you (in the audience) know that I know that Nixon is the president.
For one thing, I have just said this, presumably basing my statement on news-
papers, television, and so on. Even if I had not said this, if you knew me, you
would presume that [ knew the fact on the same basis. Surely, I am not normally
in 2 worse position than you to judge this matter. Is there a principle of privileged
non-self-access here? 1 would suppose that normally, if someone else can know
that I know something, then I myself can know it at least on the same basis,
though perhaps I do not need to use this basis. (I do not myself need to argue:
well, I have said that Nixon is president, I read the newspapers, and so on; but if
you can know that I know this on such a basis, it would be surprising that I am
singularly worse off.)

In fact, the argument can be strengthened. For I know that you know that
I know that Nixon is president. After all, I just said so. But knowledge implies
truth. So if [ know that you know something, I must know it myself. Hence,
I know that I know thar Nixon is president.

' The truth is thar now {(in 2009} I am not sure who in “recent philosophy” (i.e., in 1972)
I might have had in mind as holding this opposite extreme. One could cerminly imagine the
plausibility that someone might hold such a view. However, the claim that knowing implies
knowing that one knows can certainly be doubred, and has been doubted by many philosophers.
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Yert another variation: I know that everyone who reads the newspapers knows
that Nixon is president, and I know that I myself read the newspapers. Therefore,
[ know that I must know that Nixon is president. Once again, in the case of these
variations, it is artificial to suppose that I need to go through the reasoning given,
but nevertheless it is valid and implies the appropriate case of the double-K
principle.

No doubt there may be exceptions where arguments such as these are not
applicable, but the arguments should be acceptable in a very wide range of cases.
I would, however, like to distinguish myself from Hintikka and others who
advocate such a principle universally and as a near tautology (in Hintikka’s case,
on the basis of what appears to me to be a circular argument). However, because
of the argnments I have given, I believe that one should have no doubt of the
principle in the present case. Therefore, I think thar the fallacy does not lie here at
all. We may, therefore, put any number of Ks before the premises—not only
does a student know on a given day that they are rrue, but she also knows thar she
knows on that given day that they are true, and so on.

One can now derive the contradiction from these premises plus the principle
we have just discussed. Yet it seems very strange that even if the announcement
that the exam will be given is true, the student cannot possibly £row that it will
be: for students surely do know that such exams will be given. Let us look again at
premise (9), that if a student knows something on a given day, she knows it on
any later day. Is this a generally true principle of epistemology? It is true that she
can forget, but this is not what is in question: we may suppose that her memory is
good enough not to forget any significant detail. Then, will it be true?

Many of you will know that I have wrirten articles on modal logic; suppose
I came to one of you and sadly denied that, and claimed (“admitted”) they were
written by someone named “Schmidt” and that I merely signed them. Suppose
I even showed you a manuscript in Schmide’s handwriting, After a certain
amount of persuading you might well be convinced that I did not write any
articles on modal logic. So you would not, at thar later date, even believe ir, et
alone know it. You may say that this means that you did not knew it ar the earlier
time. This may be so if [ am now telling the truth and have not written any
articles on modal logic. But suppose now that I was lying, as some form of
English- joke, and really had written the articles. You would then have been
correct in your initial belief, and, assuming that you were in a good enough
position to support your belief rationally, and so on, it would seem you did know
this at the earlier date but were rationally persuaded to change your mind. If you
wanted to argue that you did 7oz know at the earlier date, then you would have to
say that you do not know a certain fact if at some future date someone produces
phony evidence to change your mind. Thus, what is true for you now would be
vulnerable to what might happen later. I think that [ would rather say that one
can know something now but /ose that knowledge ar 2 later date on the basis of



36 On Two Paradoxes of Knowledge

further misleading evidence. (It must be misleading evidence; if it were genuine,
then your supposed knowledge would in fact have been mistaken belief.)

‘What happens in the particular case of the paradox? Let us again try to rule out
the last day. We say, for the reductio ad absurdum, that the exam will be given on
the Nth day. It will not have been given on any of the first M- days; the student
therefore knows it will not have been given on the first N1 days and, according
to premise (4), knows this on day N=-1. The student knew at the outset thart it will
be given on one of the first N days. So we can conclude that if she knew it was not
given on one of the first N-1 days, then she knew that it must be given on the
Nih, which contradicts premise (3). But there is 2 missing step in the argument,
which is that just because she knows on day 0 that it will be given on one of the
first NV days, she must therefore know this on day N-l. This does not in fact
follow without using premise (9), and would be false if the student later doubted
that the exam was to be given at all.

Is it plausible to call this “a missing step™? Is it clear, in this case, that what the
student knew on day 0 she would still know at any future date? The teacher has
announced that the exam is going to be given on one of the Nfollowing days and
that it is to be a surprise. What then will the students think when all the available
days but one have passed? Perhaps that something has gone wrong, since, if the
teacher still intends to give an exam, it will not be a surprise: they may therefore
fall into doubt and say, “Look, maybe the teacher isn’t intending to give us an
exarn now; maybe he’s changed his mind.” This would be a case of having had
knowledge at one time but losing it at some later time. The student has the
knowledge thar the exam will be given at the outset, but she no longer has it at the
end of the examination period. This seems to me to be fairly straightforward
common sense, and so it is 2 fallacy to assume that the student retains this
knowledge. Thus, the step of the argument which says that the last day can be
ruled out is, in fact, erroneous, and so the whole argument never gets going. This
is the basic fallacy in the argument.

This explanation, however, does not yield one feature of the problem which
I have mentioned before—that, somehow, the more days there are, the worse the
argument becomes. Perhaps we can in some way reinstate the argument by ruling
out the [ast day. We cannot appeal to premise (9), since it is clearly false in this
case. But we could add an extra premise: that the student knows, even on day
N-1, thart the exam will be given. We can make this plausible by saying thatitisa
rule of the school that 2 grade must be given for the course and that grades are
always given on the basis of exams. Then the students would think on day N,
when the exam still had not been given, “Something has gone wrong, bur it
cannot be thar the teacher has decided not to give us'an exam: it must be that he
has decided not to bother making it a surprise.”

Now we really can rule out the last day—rule it out in the sense that the
premises contradict the supposition that the examination will be given on the last
day, for the premises include that the exam, when given, will be a surprise. How
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do we rule out the second-to-last day? The intuitive reasoning is something like
this: knowing that the examination will not be given on the last day, the (A-lth
is the last possible day left, and then we go through the very same reasoning for
that day as we did for the Mh day; we therefore will not need any more premises
to allow us to rule out cach day one-by-one going backward. But, as we have
explicitly argued so far, this is a fallacy: we have not yer concluded that anyone
kenows on any particular day thar the examination will not be given on the last day;
we have merely concluded that it will not iz facz be given on the last day.

What do we need for the student to reason? We have to know that on day N-2
she says “I know the exam cannot be on the last day, so there is only one day left
for the exam, the (M-1)th.” Then that day may be treated as if it were a new last
day, and the supposition that it will be given on that day can be ruled our as
contradicting the assumption that the exam will be a surprise. Burt this is
fallacious, as things stand, because all we know is that iz fzct the examination
will not be given on the Nth day, not thar the student knows it on day M-2 (i.e.,
that Kyz (—Ea)). A student whose knowledge is deductively closed will know
this provided that she knows (on any given day) all the premises on which that
conclusion was based. What premise did we use? We demanded that the student
know on day N-1 that the exam was still going to be given. But now we need the
stronger premise that she will know on day N-2 that she will know on day A1
that the exam is still going to be given. This is acceptable in the situation
I described, where exams are a rule of the school. But another premise used
was that the exam will be a surprise: thar the student was not to know on day N-1
that the exam would be given on day NV {this is the particular case thar we used).
For the student to use this on day N-2, she will have to know on day A-2 that
she will not know on day N-1 thar the examination will be given on day N,
that is, that K-> (=Kaz; (En)). She knows this on day 0, from premise (3), but
N-2 need not be 0. If we accept premise (9), then since she knows on day 0 that
—Kaz1 (En), then she must know it on day N-2. Is the principle plausible in this
case? Well, what does the student think on day N-2 if the exam has not yer been
given? “There is going to be an exam—ic’s a rule of the school. But is it really
going to be a surprise? [f I knew it were going to be a surprise, then I would know
the exam would have to be romorrow, in which case it would not be a surprise at
all. Therefore, I do not £now that it is going to be a surprise. Maybe the teacher is
going to stick to it being a surprise and maybe he is not going to bother and just
give the exam on the last day.” So, although the student knew ar the outset that it
was to be a surprise, she may not know it on day N-2; she may still be said to
have known this at the outset, provided that it still will be a surprise—that is, that
itis given on the (N-1jth day rather than the Mh. Again, it is premise (9) that is
causing the fallacy—only now about the surprise element rather than abous
whether the exam will be given. ,

Thus we cannot use premise (9) to conclude from what the student knows
initially to what she knows on day N-2; we would need an extra premise to say
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that the student still knows on day N-2 that the exam will be a surprise. When
will this extra premise be plausible? Well, one case is the case where N=2, that is,
where the entire class period has only two days. Then premise (9) is not needed,
since what the student is supposed to know initially suffices; there is not time for
the knowledge to be lost. However, in this case the teacher’s announcement has
the Moore’s paradoxical flavor we already noted in Quine’s analysis of the one-
day case. This is exactly what happened when I tried the card experiment on a
fellow undergraduate, as I have mentioned above. Therefore, as I have already
said, the difference between the last day and the penultimate day is not always the
crucial one.

What if there are many days? Then to exclude day N-1, one needs another
argument: thar the smdent sdll would know on day N-2 thar the exam will be
given and will be a surpiise (not known in advance). Once again, we could
invoke the “rule of the school” device. We can suppose thar it is long-sercled
school policy that the exam must be given on a day when the students do not
know that it will be given, even on the day before. And, of course, we also
suppose that school policy demands an exam. Given these things, the supposition
that the exam will be given on day MN-1 will lead to 2 contradiction of the
appropriate premises. This type of idea could be iterated to exclude successive
days from the list. The rule of the school will get successively more complicated
and involve iterarions of knowledge about knowledge, lack of knowledge, and the
preservation of the sityation.”!

Let me generalize chis argument by describing how the reasoning is iterated. In
each case, we conclude that the exam cannot be given on a given day, the fth day;
we then try to rule out the (F}th day. To do this we have to assume not only that
the previous premises are true but also that the student knows on the previous
day, the (/-2)th day, that all these previous premises are true. Only then can the
student conclude, on the basis of her knowledge on day /-2, that the exam is not
going to be given on days from [ onward and so say that it must be given on the
(JDth day, contradicting the premise that it is a surprise. Thus, we always
require not only thar the previous premises shall be true and known to be true at
the outset but also that they shall remain known to be true on day /-2, whatever
day that is, and this is afways an exuwa premise, since we have not accepted

' One could think vaguely that it is schoal palicy to allow encugh of these irerations in cach case
to generate the paradox. Then there wowid be a vagueness question.

In the original version of this talk, I mentioned the case already discussed in note 5, where the
experimenter randomly sticks the card somewhere in the middle of the deck. Then it might seem (at
least again thinking vaguely) thar enough iterations of the knowledge involved will always be
available to rule out successive days from the end. Bur in the original transcripr, I explicidly say
thar it would be valid bur superfluous to use this reasoning to rule out the second-from-the-last card,
since the subject can see that the card is not being placed near the bottom. I should have gone on to
conclude, as I did in note 3, thar this model considerably changes the original problem.
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premise (9) as generally true but rather as something that must be argued
separately in each case.

Thus where we thought that we were only applying the same reasoning again
and again, we were in fact adding tacit extra premises at cach stage. The feeling of
the heap—that the more days that are involved, the weaker the reasoning
becomes—derives from these extra premises piling up, which in fact need special
arguments to justfy them.

This is all | want to say about this paradox. I do not know if it is really solved;
I am sure thar there are more things one could say abour it.

F'would like here to go on to consider the principle that if you know something
now you will know it at any later date. It was assumed (premise (9)) in the
fallacious argument for the paradox above, and it is also assumed by Quine:

If this [that the decree will not be fulfilled] is 2 conclusion which he is prepared to
aceept... inthe end asa certainty, it is an alternative which he should have been prepared
to take into considerarion from the beginning a5 a possibility. (Quine 1953: 20)

That is to say, if she knew in the beginning that the exam will be given, then she
cannot, at any later stage, fall into doubt or denial of this: and this is what T am
denying. Quine, on the contrary, seems to consider it obvious thar if she is
willing to accept at a later stage thar the exam will not be given, then at no earlier
date could she have known that the exam will be given.

Again, Hintikka says:

Wha exactly is implied in the requirement that the grounds of knowledge in the full sense
of the word must be conclusive? For our purposes it suffices to point our the following
abvious consequence of this requirement: If somebody says “I know that p” in this srrong
sense of knowledge, he implicidy denies that any further information would have led him to
alter his view. He commits himself to the view that he would still persist in saying that he
knows that p is true—or at the very least, persists in saying that p is, in fact true—even if he
knew more than he now knows. (Hintikka 1962:20-21; emphasis in text)

Of course, in a way, what Hintikka is saying here is obviously true because he
says, “He commits himself to the view that he would still persist in saying that he
knows that pis true . . . even if he knew more than he now knows.” As stated, this
is not a substantive principle. “Knows that” could be replaced by any proposi-
tional attitude verb, say, “believes that” or even “doubts that,” and the resulting
principle still would be true—that is, it would still be true that someone would
persist in saying thar he doubts that p, say, even if he would come to doubt more
than he now doubts. But what Hintikka really means here, presumably, is that it
is 2 characteristic of knowledge that even if I have more evidence than I now have,
I will still know that p; and this is what I have been denying in giving my
counterexamples. You may know something now, but, on the basis of further
evidence—without any loss of évidence or forgetfulness—be led to fall into
doubt abour it later.
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Hintkka says that the principle is true only for the “strong sense of knowl-
edge.” This implies that there are two senses of the phrase “to know™: a strong
one and, perhaps, 2 weak one for which the principle is not really crue. There is
something in Malcolm (1952) about this too: Malcolm admits that there are
cases where you can know something but, later on, on the basis of extra evidence,
conclude that you did not know it. He gives the following example: if you £now
that the sun is abour 90 million miles from the Earth, you might later, on the
basis of learned astronomers saying (perhaps falsely—he is not clear on this
point) that an error had been made and thar the cosrect distance was 20 million
miles, be persuaded that you were wrong. The astronomers might be saying
something false (e.g., if an astronomers’ conventdon had decided ro play a trick
on the public), but if they were right, then, of course, you did not know it
beforehand.'?

But Malcolm argues that this is not always true, citing another example:
suppose there is an ink botte in front of you, on your desk. Can it be the case
thar some later information would lead you to change your mind? Malcolm
writes:

It could happen that in the next momene the ink-borde will suddenly varish from sight;
or that I should find myself under a tree in the garden with no ink-bortle about;'? or thar
one or more persons should enter this room and declare with apparent sincerity that they
see no ink-bottle on this desk. . . . Having admitred that these things cosd happen, am
I compelled to admit thar if they did happen then it would be proved that there is no ink-
bottle here nou? Not at all! T could say that when my hand seemed to pass chrough the
ink-bottle I should sher be suffering from hailucination; that if the ink-botde suddenly
vanished it would have miraculously ceased 1o exist . . . :

...No future experience or investigation could prove to me that I am mistaken.
Therefore, if I were to say “I know that there is an ink-bortle here,” I should be using
“know” in the strong sense. ...

In saying that I should regatd nothing as evidence that there is no ink-botde here now,
I am not predicting what I should do if various astonishing things happened. If other
members of my family entered this room and, while looking ar the top of this desk,
declared with apparent sincerity thar they see no ink-bottle, I might fall into a swoon or
become mad. I might even come 1o believe that there is not and has not been an ink-botde
here. I cannot foretell with certainty how I should reace. Buc if it is nota prediction whar is

12 See Malcolm (1952:184). Since knowledge implies cruch, then if Malcolm is reafly giving an
example where knowledge is lost, the announcement by the astronomers must be wrong—after all,
you did once know that the sun is about 90 million miles from the Earth. Things would be different
if the discussion were one of certzinty, justified comviction, or whatever, where these are not
construed as implying truth. The same is true of much of my previous discussion in this paper.
Everything would be different if knowledge were replaced by 2 concepr thar does not imply truth.
For example, I wouldn’t have had to give an example where I fizkesly convince someone thar I never
wrote on modal logic. However, other arguments thac used the fact that knowledge implies truch
would go.

12 He was in his room at his desk.
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the meaning of my asserrion that [ should regard nothing as evidence thar there is no ink-
botele here?

That assertion describes my presenz attitude towards the starement that here is an ink-
bortle. It does not prophesy what my attitude would be if various things happened. My
present artitude toward chat statement is radically different from my present attitude
toward thase other statements (e.g., that | have a heart).® I do #ow admic that cercain
future occurrences would disprove the larter. Whereas no imaginable firure occurrence
would be considered by me row as proving that there is not an ink-bottle here.

These remarks are not meant to be autobiographical. They are meant to throw light
on the common concepts of evidence, proof, and disproof. (Malcolm 1952:185-86;
emphasis in rext)

He includes the stazement “three plus two is five” in the same batch as the ink-
bottle case. [ am not sure that the ink-bortle case is a good example—a magician
might persuade you that you had been tricked.’

!4 The statement that he himself has 2 heart Malcolm supposes to be a statement ke knows only
in the weak sense since he could be persuaded later of its falsity.

'3 Maloolm is surely right that ordinarily we would regard the presence of 2n ink bowle i the room as
conclusive, noe merely probable. Malcolm quotes Ayer to the effect that “no proposidon, other than a
wurology, can possibly be anything more than a probable hypothesis” (1952:183, note 4). (See also
Malcolm’s quotations from Descartes and Locke on the seme page.) Actually, Hume already states that
some empirical statements are not really just probable. He writes: “One would appear ridiculous, who
would say that it is only probable the sun will rise to-morrow, or that all men must dye; though it is plain
we have no further assurance of these facts, than what experience affords us” (2000: Book 1, Parc ITL, Sec.
XI). (However, Hume goes on to reserve the term “knowledge,” following previous authoss, for a priori
knowledge, and uses “proofs” for arguments giving empirically certain knowledge; I take chis to be a bit
of rechnical terminology, not really 2 denial of whar Malcolm affirms against Ayer.)

In Malcolm’s case of the ink bottle, indeed I may be cerain that there is an ink bottle here, but
I will be equally eertain that the extraordinary future events Malcolm describes wilt not happen. If
I seriously entertain the idea that some of them will or even may happen, then I am entertaining the
idea thar perhaps a cléver magician is deceiving me, or some other even more outré case. Whart
Malcolm says does rot seem to me to describe my present atritude toward the bizarre possibilities he
mentions. .

My own intuitions differ from Malcolm’s in the opposite direcrion about some other cases. The
statement that | have a hearr in the quoted material refers to his claim earfier in the paper thar if
astonished surgeons told him that when they operated on him they found that he had none, he
would believe them, in contrast to the case involving the ink borde. But I find this belief much
harder to give up, even under extraordinary circumstances (I would probably think that the surgeons
must be putting me on).

In my discussion of the astronomer’s case, I was worried that if the distance from the earth to the
sun was fuowledge, the astronomers must be tricking us (by definition). But ler us just speak of what
would lead me to give up my befief abour the distance berween the sun and the earth. An
extraordinary error such as Malcolm describes would be very hard ro swallow without an
elaborate explanation. 1 might wonder whether astronomy is much of a science after all.
A sligheer error would be better and might be easier 1o explein. I simply would not believe a
committee of astronomers who announced thar the earth is flar after all.

Malcoim says at the end of the paper (189) thar the ideas in this paper derive from discussion with
Ludwig Wittgenstein, something I may not have noticed in 1972. If so, they appear to be based on
Wittgenstein's exposition to him of sofe of the ideas that are now published in On Cerzainzy
{Wirtgenstein 1969). I am not sure, however, that the Wirrgenstein of char book would agree with
the way Malcolm puts various marters.
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I may be in no doubt now as to whether there is an ink-bottle in front of me
and yet it seems ro me comparible with this to suppose that future evidence could
persuade me that there is no ink-bottle. There seem to me t be two different
questions here: whether [ have the kind of certainty characterized by there being
no doubt now, and whether I rake the attiude that no future evidence could
disprove this. But let this distinction, and the question as to whether this
particular example is correct, be set aside—there may be correct examples. The
strange—and unargued—thing here is, why does this show that there is a strong
sense of “know” for which this is true? Suppose there are some cases of knowledge
in which no future evidence will lead me to change my mind, and ozher cases of
knowledge in which I would change my mind. That does not show that the word
“know” is being used in two senses anymore than there being Americans who are
rich and Americans who are poor shows that the word “American” is being used
in two senses. Any class may, in various interesting ways, divide up into
subclasses. Why not instead say that, in general, knowing does not imply that

no future evidence would lead me to lose my knowledge, but in some cases, .

where I do know, it just is in fact the case (and not because of some special sense
of “know”) that no future evidence would lead me to change my mind?

One would need some additional—say, linguistic—evidence that this shows
that “know” is being used in two senses. After all, is it likely chat, in Ubangi or
Swahili, ewo different words are used for these two different senses of “know™?
There are, of course, different senses of the word “know” in English: those thac
would be translated as connaitre as opposed to savoir, kennen as opposed to
wissen. These are different senses of knowing: you krow 2 pevson as opposed to
knowing that p is true. These are indeed different senses of “to know,” and this
fact is exhibited by the fact that other languages differentiate between them. We
all, of course, have heard of the “biblical sense” of “to know,” which in English
derives from the King James Bible’s translation of the corresponding classical
Hebrew, and is perhaps similarly distincr in some other languages. But why
should there be different kinds of propositional or factual knowledge? Prima
facie, it scems to me that the idea that factual-propositional knowledge has two
different senses is a red herring. So, what can these people have in mind? Why do
they not just say that there are two cases?

I think what they have in mind is this.'® First, there are obvious principles
about knowledge which seem to them to imply that, in general, if you know
something, no future evidence could lead you to change your mind—ithe
grounds must be conclusive. But then there are counterexamples; this conclusion
does not seem to be correct. So then they argue: well, that must be a weaker sense
of “to know.” But why not accept counterexamples as counterexamples? Why

15 Even though there has been a recent resurgence of interest in the question of whether “knows”
has different senses, I have chosen not to incorporate the ever-growing recent literarure on chis
subject.
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invoke a doctrine of different senses of “know”? Should there really be different
dictionary entries? But there must be something behind the idea that “know” has
a sense in which knowledge cannot be lost (Hintikka) or at least that our present
attitude toward the statement is that the knowledge cannot be lost (Malcolm).
This is to be our second paradox. Unlike my treatment of the first paradox, I shall
merely state it, and not artempt to solve it—-because I discovered it!

[ want to try to prove the principle thart I earlier declared to be false: that if you
know something now, you have gor to know it later. One cannot really prove it in
such a simple form. You might forget, and so on. But one can uy to prove the
more careful principle suggested by Malcolm’s discussion of the alleged strong
sense of “know”: thar if | know something now, I should, as a rational agent,
adopr a resolution not to allow any future evidence to overthrow it. But this does
not seem to be our attitude toward statements that we know—nor does it seem to
be a rational artirude.

Consider the following. First, the deductive closure of knowledge:

(i) If A knows that p and A knows that p entails g, and, on the basis of such
knowledge, 4 concludes that ¢, then A knows that 4.

And then (let “p” be any statement):

(i) p entails the following hypotherical: any evidence against p is misleading
{where misleading is o mean leads to a fakse conclusion). '

If p is wue—notice thar (#) does not say anything about knowledge—any
evidence against it is misleading, that is, leads to the false conclusion that not-p.
Now, suppose that

(##) The subject A knows that p, and A knows (#).

Then, provided that he carries out the appropriate deduction, it follows from
premise (7) that we can conclude:

(i) Aknows that any evidence against p is misleading.

(The statement applies to any evidence, arising now or in the future, but
naturally we are most interested in the future.) This already seems very strange:
that just by knowing some common or garden-variety statement, which [ am
calling p, one knows a sweeping thing: that any future evidence against p will be
misleading.

We might have as a general principle something like this (though it is very

hard to state in a nice, rigorous way, especially giving it the necessary generality):

() If A knows that taking an action of type T leads to consequence (, and 4
wishes above all else to avoid C (i.e., this is the only relevant issue), then 4
should resolve now not to rzke any action of type 7.
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This, 0o, is 2 very sweeping statement, but we are considering the case where A
knows, at a certain time, thar if he does anything of a cerrain kind in the future, it
will lead to some consequence thar he thinks bad, there being no other relevant
consequences which would override it. For example, suppose he knows thar if he
opens the door, someone standing outside is going to shoot him. It would then
be a reasonable thing for him to resolve not to open the door.

So, he should resolve not to take any action of type 7. Let the action of type T
be accepting evidence against p—that is, doubting or denying that p on the basis
of some future evidence. The consequence Cis gaining a false belief—or at least
losing a true one, if we merely fall into doubt—and this is something that we do
not want. Then one may conclude:

() A should resolve not to be influenced by any evidence against p.

To make the argument clearer, notice there are two ways in which one can
make this resolution. In the first place, one can resolve not to ook 4t any alleged
evidence against p. For example, I migh resolve not to read books of a certain
type. I think that, in practice, this is the most important case. It is not possible to
keep to such a resolution in the case of the surprise exam (see also note 17), nor
does it seem to be what some of the authors I have mentioned have in mind. In
the second place, one could conceivably resolve that, if one is faced, regardless of
whether one wanted it, with particular evidence against p, one should neverthe-
less ignore it, since one knows that it must be misleading, given that one knows
that p. Neither of these things seems to be our attitude toward future evidence in
cases where we know something, ] think it is from such an argument that the idea
of a strong sense of “know” may come; that, in some special cases, these
conclusions are true. But if you look at the premises and reasoning, there does
not seem to be any “super” sense of “know” being supposed, just “know” in the
ordinary sense. So there must be something else wrong, and this is the question-—
what is wrong?

Some political or religious leaders have indeed argued along some lines such as
those of (7). They have argued on this basis that if their followers.or subjects are
not strong enough to stick to the resolution themselves, they-—the leaders—ought
to help them avoid contact with the misleading evidence. For this reason, they
have urged or compelled people not to read certain books, writings, and the like.
But many people need no compulsion. They avoid reading things, and so on.

If the conclusion of this argument were accepted, our solution to the first
paradox would in some sense go by the board, since the student should resolve
that, no matter how things appear in the future, she should never lose any of her
beliefs in the teacher’s announcements. That is a trivial special case of principle
(), but it is the genesis of my considering this second problem and this
particular set of premises. And they have their own sort of importance in
epistemology. One can be led in two directions by them: first, one can think
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that conclusion {4} is correct, and so to know something means thar no possible
future evidence should lead me to change my mind. But since that is almost never
the case, we know almost nothing. This is the skeptical attitude. Alternarively,
one might be lead to the corresponding dogmatic view—that, since we know all
sorts of things, we should now make a resolution not to be swayed by any future
evidence.” _

The commonsense view is, for example, that you o know that I have written
certain papers on modal logic but that future evidence could lead you to change
your mind about this. So, you should rationally leave yourself open o such
changings-of-mind, even though it is the case that you Anow that 1 wrote
these papers. The question is, why?'®"”

APPENDIX I

In a recent class discussion,”® Fred Michael remarked that Quine’s move, at least as to the
last day, could be avoided by a simple change in the notion of “surprise.” Regard an exam
{or hanging) as a surprise if one cannor know in advance of a given day that ifthe event
(exam. or hanging) will occur at all, the event must occur on that day. Then the queston
of whether one knows in advance that there will be an exam (a hanging) becomes
irrelevant®’ One could try to complicate the definition of surprise corresponding to
the successive elimination of days, but eventually the pileup of extra knowledge assump-
tions in my main discussion will go over into more and more complicated conditionals
with more and more antecedents, and very antificial notions of “surprise.”

.17 Alchough I was in fact fed o the second paradox by my considerarion of the first {the surprise-
exam paradox), in one way taking this case as paradigmatic is misleading. In the case of the surprise
exam, the student experiencing the passing of successive days (and perhaps secing no exam unil
nearly the end) cannot avoid facing the future evidence, and may not be able to stick to her
resolution. The same is not true of what I had in mind for many rypical cases of the paradox, where
one may avoid contact with the “misleading” counterevidence altogerher—for example, by avoiding
reading certain books or aricles.

The corresponding cases of Malcolm (1952} are at least similar in thar it was important to me to-
phrase the problem in terms of a resolution at the present time, rather than as a predicrion as to what
I would do. However, in all of Malcolm’s cases the idea that one might avoid the misleading
counterevidence altogether is not there. (And, as I said above, for some of his cases it is not clear char
Malcolm regards the counterevidence as misieading.)

'® But see also my note 12 above. Since the authors I was concerned with (Hintikka and
Malcolm), as well as the previous discussion of the surprise exam, were discussing knowledge,
and since knowledge is the subject of the present paper, this second problem has been put in terms of
knowledge. But there could be parallel problems for certainty, rationally justified conviction, and so

on.

-19 My thanks to the late G. E. M. (Elizabeth) Anscombe and the Cambridge Moral Sciences
Club for transcribing this lecture. Thanks to Jeff Buechner, Gary Ostertag, Harold Teichman, and
especially to Romina Padré for their help in producing the present version. This paper has been
completed with support from the Saul A. Kripke Center at the City University of New York,
Graduate Center. s

2 tnmy spring 200% seminar at the CUNY Graduare Center.
2! ¥ now find that a similar remark is made in Ayer (1973:125).
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However, we owe to Shaw (1958) the proposal that the teacher’s announcement be
taken to be self-referential one cannot derive in advance from the present announcement
when the exam will be given. Done that way, any pileup is avoided, either in knowledge
assumptions or in antecedents. The formulation I prefer of this self-referential approach
to the surprise exam is in a paper by Frederic B. Firch (1964).**  Given enough material
to formalize the kind of self-reference involved in Gadel’s first incomplereness theorem
(say, by quoting syntax into elementary number theory), one can formalize the problem
in terms of deducibility and eliminate any notion of knowledge. That is, the announce-

ment (A) can be thar the exam will be given on a day such that one cannot deduce from

(A) ieself, plus the fact chat it has not been given on previous days, that it will be given on
that very day. Fitch simply accepts that such an announcement, so formulated, leads to a
contradiction. The reasoning follows that of the usual surprise exam argument, succes-
sively eliminating the days starting from the fast. However, he argues thar a slighdy
wealker version is “apparendy self-consistent” (1964:163). This modifies the announce-
ment so thar “what is intended in practice is not that the surprise event will be a surprise
whenever it occurs, but only when it occurs on some day other than the last” (163). He

2 Shaw {1958) seems to think that the self-reference makes the problem dubious, like the liar
paradox, but Fizch’s Gédelian formulation is beyond logical doubr. Shaw is also somewhar sloppy in
his formulation. The deduction in advance that is ruled out involves not only the announcement
itself, buc also thar the exam has not been given yer.

2} See also Kaplan and Montague (1960). Their version is still about knowledge, whereas that of
Fitch shows that the notion of knowledge can be eliminated in favor of deducrion. Kaplan and
Montague have both done justly esteemed and famous work, and the present paper is formally
unexceptionable. However, | s¢¢ some problems in ir. For example, is it really one of our “intuitive
epistemological principles” that “one cannot know a non-amalytic sentence about the furure”
(81-82)? No wonder one cannot know anything abour the exam (hanging) in advance; it will be
just as much a surprise as the rising of the sun! (See also norte 15 above.)

But the main problem with. their paper is this: in order to obwmin Godelian self-reference, they
take knowledge as a predicate, rather than an intensional operator (se their excuse at the end of the
first paragraph on 80). They then reduce the problem to an analogue of the liar paradox (which they
call “the Knower,” 88). Basically, it is “my negation is known” (87, formula (1)), from which they
derive 2 coneradiction using intuitive principles about knowledge. Bur then the entire original flavor
of the surprise exam (hanging) is lost. One could blame everything on the use of a knowledge
predicate. In a subsequent paper, Montague (1963) himself, inspired by this one, argues thar if
modality is ereated as a predicate, customary modal laws cannor be maintained, precisely because of
the possibility of Godelian self-reference.

There is an imporrant difference berween the goals of Kaplan-Montague and those of Fitch.
Kaplan and Montague are looking for “a genuinely paradoxical decree” (1960:85), thac is, one that
apparently can be proved to be both true and false. Fitch, on the other hand, avoids the possibilicy of
any paradox almost by the definition of his enterprise. The whole argument can be formalized in
first-order arithmetic (“Peano Atithmetic™), or strictly speaking, an extension of that system, by
adding finitely many propositional constants corresponding to the , ..., Ex. By definition, there
can be no conzradiction as long as Peano Arithmetic is consistent (the added propositional constants
change nothing).

Given that we are looking for a self-referential interpretation, | think Fitch’s perspective to be
betrer than that of Kaplan and Montague, The problem is not to find a paradox like the liar, but
simply a highly counterintuitive conclusion that it is impossible to anpounce a surprise exam (or
decree a surprise hanging) within a certain time limit. One case in Kaplan and Montague (the
decrees D and D) (82-84), which they consider merely to be a decree that cannor be fulfilled (and
thus not genuinely paradoxical), in fact comes doser 1o eapturing the right flavor than the
subsequent modification to get a “genuinely paradoxical decree”.

amy
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includes in the modified announcement that the fast day “will be a surprise in the wesk
sense of being not provably implied by the prediction itself” (163).%

APPENDIX 2: LETTER TO FITCH

I now append a [etcer that I wrote to Fitch.> Were I to have written it today, I would not
have started with Lob’s theorem, bur with Gédel’s second incompleteness theorem,
which is the main point.?® The point is thar Fitch’s modified announcement implies
that various things cannot be derived from it, namely things about when the exam will be
given. A fortior, it implies its own consistency. Bur, by Gédel’s second incompleteness
theorem, any statement implying its own consistency must itself be inconsistent, contrary
ro Fitch’s guess abour his modified announcement.

As I conclude in the lerter to Fiwch, I do not think that the self-referential interpreta-
tion of the problem is a very natural one.

[UCLA}
Los Angeles, California
Department of Philosophy
August 4, 1972
Prof. Fredetick Fitch
Department of Philosophy
Yale University

New Haven, Connecticut 06520

Deat Fred:
You may be interested in the following observation related to your article on the Prediction
Paradox in the APQ for April 1964. The statement in (16) [and the one in (17) also] which
you call “apparently self-consistent” is acmally refutable. The reason: call the sratement “P.”
P implies ~Bew#~P, since if Bew#~P then, of course, Bew#[P D Q] and Bew#]P O Q,]. So
P O ~Bew#~P is provable. So Bew# ~P O ~P is provable. By the famous theorem of Lib
{viz, if Bew#A O A is provable, so is A; JSL 1955 pp. 115-8), ~P is provable [L5b 1955].
The situation should really be looked at this way: let P be any statement which implies that
it itself is not refutable. Then, Z plus P, where Z is elementary number theory, is a system
which can preve its own consistency, and therefore s inconsistent by Godel’s Second
[ncompleteness Theorern. Hence, P must be refutable in Z. Your statement P is a statement

2% See his formulae (16} (for two days) and (17) (for three days). (There appears to me to bea
subtle error involving the use of exclusive “or” in the formulation of (17) that I hope to discuss
elsewhere, not particulatly in connection with Fitch’s paper.)

5 Fiech replied to this lewer simply saying that he could find nothing wrong with it.

26 As 1 mentioned in the letter, | have shown thar L6b's theorem, proved by Lsb in a different
way, is actually a simple corollary of Godel’s second incompleteness theorem. See, for example,
Smullyan (1992:110), and Boolos and Jeffrey (1980: ch. 16). In the lerter to Fitch, I acrually give
the argument, and maybe this is why I mention Lib’s theorem.
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which implies its own irrefutability, since i implies thar various things cannot be deduced
from it, and is therefore refumble. The same argument easily establishes thar Lob’s cheorem,
cited above, is a simple consequence of Godel's Second Incompleteness Theorem, as
I observed in a short unpublished paper. Simply take P in the preceding paragraph to be ~A.

The same observations show thar much of whar Bennetr says in his review (JSL 1965) of
your paper and others is wrong. Some of the statements which he declares to be self-consistent
or even logically true can be shown to be refurable by the same argument, at least if they are
interpreted in terms of Gédelian self-reference.

Since any starement whatsoever which implies its own self-consistency (and therefore any
statement which implies that something else cannot be deduced from it) is refutable, it seems
to me thar interpretations of the Prediction Paradox in terms of Gédelian self-reference and
deducibility in aumber theory do not really caprure the spirit of the original paradox. For,
surely the original paradox was not meant to follow from such general considerations. My own
view of the paradox is different, but that’s another story.

Best,
Saul Kripke

APPENDIX 3: COMMENTS ON THE SECOND PARADOX

There has been 2 considerable secondary literature on my second paradox, which has come w
be known 25 the dogmatism paradox. As 1 said, it can be discussed for other epistemic concepts
such as cereainty, rational belief, and 50 on; and indeed there is literature on some other forms.
Moréover, one might distinguish besween first and third person formulations of the problem,
and in the latrer case, whether it is a subject who really knows or merely #hinés he or she knows.
Here I am discussing a subject S who genuinely knows that p.

In the published literarure the first discussion of my second paradox is in Gilbert Harman’s
well-known book Thoughs (Harman 1973:147#), and I emphasize this version. | hope I have
understood Harman correctly. To discuss his treatment of the problem, one should remember
that my point is about a resolution mude in advance to ignore certain types of evidence. Mostly
the strategy followed is that of failing to read literature of a cereain type, and 5o on. One might
make 2 resolution to ignore parricular evidence even when one is forcibly confronted with ir,
bur chis is often more difficult to keep.”

People who follow these scrategies are, after all, not uncommon at all, as I have mentioned in
the paper. Often, however, we think of them for this reason as dogmatists who do not really know.
Here, however, the premise was thar we are dealing with a subjece who really knows. We are
arguing that such a subject ought to maintain the dogmatic arirude because any counterevidence
really is misteading. (In my own discussion, I imagine tying to convince people, falsely, that
I never worked on modal logic after all, so that some prior knowledge would be lost.)

¥ Those who followed the main strategy might be compared to what Ulysses would have done if
he had decided to pue wax in his ears or follow another roue. Tying oneself to the mast is something
of an analogue of the second strategy some might follow if forced to confront the evidence (the
sirens). Think also of cases of uying 1o avoid addictive substances {I have heard the comparison
made becween dangerous—misleading—books and dangerous drugs) and whar an addict may warn
his friends about his behavior before he tries to withdraw.
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Harman’s discussion goes like this, where we replace his particular example with the letter
“.” He says, “Since I now know thae p, | now know that any evidence that appears to indicate
something else is misleading. That does not warrant me in stmply disregarding any further
evidence, since getting that further evidence can change what I know. In particular, after [ get
such further evidence I may no longer know that it is misleading. For having the new evidence
can make it true that I no longer know that p; if I no longer know that, I no longer know that
the new evidence is misleading” {1973:148-49).

Well, one need nor disagree with what Harman says about the acquisition of the new
evidence {at least for typical cases). Bur remember that I was walking abour a resolution to be
made in advance. Just because the subject wishes to avoid a loss of knowledge such as Harman
describes, so for that reason she or he makes the resolution. Usually, this resolution is o avoid
certain types of contact with alleged evidence, such as reading the wrong books (for they can
contain nothing but sophistry and illusion), associating with the wrong people, and so on.
Moreover, by hypothesis, the books and so on, are misleading, and the subject knows they are.

One should certainly construe the resolution to include a more specific form, avoiding
contact with some specific counterevidence to p, though usually one will not know of it.
Harman is fdght to say that if such contact nevertheless oceurs, one may well lose the
knowledge that p, and hence no longer know that the counterevidence is misleading. But
just this is why the subject resolves not to get into such a siruarion!™®

1 should add something I was probably not aware of when I originally gave this lecture,
which is that sometimes the dogrmatic strategy is a rational one. I myself have not read much
defending astrology, necromancy, and the like (I remember Stephen Weinberg making the
same remark). Even when confronted with specific alleged evidence, I have sometimes ignored
it although I did not know how to refute it. I once read part of a piece of writing by a
reasonably well-known person defending astrology.®® Another time, I saw an advertisernent
professing to prove that Vincent Foster had been murdered (presumably on orders of the
Clintons, though this was not stated explicitly). I was not in a position to refute specific claims
but assumed that this was a piece of no value.*® #' One epistemological problem is to delineare
the cases when the dogmatic attitude is justified.

8 1 am assuming that we are dealing with a subject who wishes to avoid losing knowledge.
Sometimes there are people who “don’t want to know” or do wish to lose knowledge that they have,
sometimes for arguably good reasons. They are not in question here.

27 What I had glanced at was a piece by Hans Eysenck professing to prove the theories of a
particular French astrologer.

% My reaction was amply confirmed by several investigations, including even one headed by
Kenneth Starr. If someone doesn’t like this example, try, say, holocaust denial.

3! It is a merit of Robert Nozick’s discussion of the problem {1981:237-39) that he recognizes
thar there are cases where alleged evidence for dubious or crackpot views contrary to what we know
may be ignored (239). The rest of his discussion, in this respect like Harman's, imagines us
confronted with a particular piece of evidence ¢, purporting to uadermine, or even coPthhct, the
knowledge that p Nozick bases his rather detailed discussion of this marer on his view that
knowledge fails to be closed under Universal Instantiation (UI). Even though § may know that
all evidence against p is misleading, according ro Nozick that does not show that § knows that some
specific evidence ¢ against p is misleading, and therefore can be disregarded. He then adds 2 subte
discussion of this particular case. Many (including me) might find Nozick’s rejection of the closure
of knowledge under Ul in and of irself implausible. But I have discussed Nozicks theory in some
detail in the present volume and hope o be pardoned for omitting any further discussion of its
application to this case. (For more discussion of Nozicks views on deductive closure,_see Chapter 7.)
David Lewis also developed an epistemological theory stating that whether a subject knows thar
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